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(Top) Cartoon schematic of how an incoming cosmic ray can interact with
the atmosphere and create a cascade of particles which, if they originate
with enough energy, can reach the surface of the Earth and appear in our
detector. Taken from Reference [79]. (Bottom) Schematic view of how a
cosmic ray can create a Y+ candidate event if it produces a fake photon
in the detector that arrives in coincidence with a collision. . . . . . . ..

(Top) Schematic of the timing distribution of cosmic ray events present
in photon data. The timing distribution is roughly flat over time allowing
us to estimate the rate of cosmics in the signal region by measuring it
in the region 20 ns < t. < 80 ns. (Bottom) Timing distribution of of
our cosmic ray presample selected from photon data, using Table 4.1 and
the inversion of the cuts in Table 4.2 and 4.3. The timing distribution is
roughly flat over time allowing us to estimate the rate of cosmics in the
signal region from data. . . . . .. ... ... L

Schematic view of how beam halo can create fake photons in the detector
if they happen to arrive in coincidence with a collision. . . . . . . . ..

Timing distribution of beam halo events selected from photon data by
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applying the cosmic ray vetos, defined in Table 4.2, and inverting the
beam halo veto, defined in Table 4.3. We note that when we invert the
vetos defined in Table 4.3 we explicitly require the candidate photon to
have seedWedge >8 and NHadPlug > 2. Here you can see the structure
in the timing distribution created during the coalescing of the proton-
antiproton bunches. . . . . ...

Plot of beam intensity output as measured by the Main Injector resistive
wall detector (as described in Reference [47]) for the Tevatron proton and
satellite bunches, taken from [81]. This shows that the satellite bunches
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approximately one percent the intensity of the main bunch. . . . . . ..
Monte Carlo simulation of the 2 distribution for beam-beam, beam-
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5.2

9.3

Timing distribution of events selected to look for the presence of satellite
bunches in data. We construct the t2  distribution since there is no
vertex reconstructed in the event. We estimate the cosmics rate from the
cosmics region (20 ns < t.o < 80 ns) and subtract this off. We note that
there is no evidence for satellite bunch interactions being a significant
source of backgrounds and thus we do not apply any specific method to
reject against them. Note, there is some evidence for beam halo sources

with events below -5 ns and a peak at 15ns. . . . . .. .. ... .. ..

The t.o distribution using the e-+Fp calibration data (defined in Table
3.1) using the highest X Pr vertex (top) as well as the right and wrong
vertex Gaussians using the matching of the electron track to the vertex
(bottom) verifying the description of the timing distribution as being well
described by a double Gaussian distribution of two well understood and
seperate contributions. . . . .. .. ... L

A schematic drawing of a W— ev — vqpe+ Br where we have selected a
wrong vertex. For this example, the selection of the wrong vertex leads
to an Oyjeasured > Orrue Where O, is the real angle the photon/electron
came from. This results in a larger measured value for Ep (EMeasured >
ETrue) thus preferentially causing us to select these events. Furthermore,
the path length calculated for the wrong vertex is shorter than the true
path length of the photon/electron resulting in an apparent longer time
of flight and thus tMeasured > yTrue canging an overall shift in the mean.

The EX™e distribution for a sample of W— er MC events selected with
Table 5.3 that make it into the exclusive y+Fr presample but with two
different E7 requirements. The unshaded histogram is the true Er for
electrons that fake photons with EZm¢ >25 GeV while the solid histogram
(shown in green) is the EX™¢ for electrons that were identified as photons,
and passed the E}Measured > 45 GeV cut. Events both entering the sample
(green events below the dashed line) and the events leaving the sample
(area under the open histogram but above the green, to the right of the
dashed line) bias the measurement of ¢V since large time events enter
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the sample and low time events leave the sample. . . . . . . . ... ...
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The t.,. timing distribution for the e4+#r presamples described in Table
5.2 from data (Top Row) and W— er MC (Bottom Row) when the events
are selected using EMeaswred >45 GeV (LHS) and using E$ >45 GeV
(RHS). This showes that you can reduce the value of <tV > by simply

calculating EFr and Er from z = 0. Note that data and MC give very
similar results showing that this effect is well understood. . . . . . . ..

(Top-LHS)A schematic representation of an electron interacting with the
detector material and having a hard bremsstrahlung interaction. After
the interaction the electron curves off because of its resulting lower energy
and thus its trajectory becomes highly curved in the magnetic field and
is no longer associated with the photon using the standard photon iden-
tification algorithms. It is important to note that both before and after
the bremsstrahlung the trajectory can be reconstructed as a single low
Pr track. (Top-RHS) The true path length for electrons mis-identified
as photons, selected with Table 5.3 for the exclusive y+FEr presample,
showing that these events tend to have larger path lengths than correctly
identified electrons. (Bottom) The ATOF between the true vertex and
z =0 cm for the same sample of events demonstrating that events from
electrons mis-identified as photons will have a larger bias. . . . . .. ..

Two different plots showing where, inside the detector, an electron inter-
acts with the detector and loses more than half of its energy to a photon
that is ultimately identified as passing all the photon ID requirements in
Table 2.8. In the top plot we see a 2-D histogram showing the location
in the radius vs. the z position along the beamline. The bottom shows
an integral plot of the fraction of events which converted within the de-
tector. Both indicate that the majority of events are seen to brem inside
the silicon detector and the port cards (denoted with the dashed lines). .

To help reject electrons that fake photons, we have measured the angular
separation between the photon and the closest track direction normalized
to these measurement resolutions for our control sample of v+ events
from W— erv MC with the added requirement that the photon come
directly from an electron. The top plot shows the correlation between
Anpyy and A¢pyy. The bottom plot shows a comparison of the AR,,,; for
our presample, along with a second v+ control sample from Zvy — vy
MC showing the rejection power of this cut. Note, both samples are
normalized unit area. . . . . . . . . ...
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5.8 This plot show the rejection of a electron rejection cut on AR,,; as a
function of the efficiency. As the cut gets tighter the rejection gets worse
but the efficiency goes up. A cut at ARp,; = 5 (red dashed line) results
in approximately 93% efficiency of MC Zv — vvy — ~+ Er and 75%
rejection of € = Ypqke- - - . Lo 145

5.9 The timing distribution for the y-+H7 presample from W— ev MC before
(top) and after (bottom) the ARp,; cut. The application of this cut does
not reduce the wrong vertex timing bias but does reduce the overall rate
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5.11 The timing distribution for the y+Hr presample from y+Jet MC events
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5.12 The timing distribution for the v+ presample from from Zy — vvy
MC events (Top) and the same sample after applying the large z veto
(Bottom) showing very little effect in the timing distribution for events
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5.13 The timing distribution for cosmic ray events selected using y+H; data
presample using the requirements in Table 5.3 but adding the restriction
of the timing region from 20 ns < t., < 80 ns. The left and right plots
show the timing distribution before and after the large z veto the rate of
cosmic rays is effectively not effected, as expected, by the large z veto . . 150

5.14 The timing distributions for the W— ev, v+Jet, Zy, W— puv, W— 71,
and W~y MC control samples and the e+ control samples. The distri-
butions are well fit by a double Gaussian distribution. In this fit the right
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5.15 The measured mean RMS of the wrong vertex versus the mean of the

6.1

6.2

6.3
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wrong vertex timing distribution, < t%V > where we have allowed both
the mean and the RMS to vary in the fit for our six MC y+H and two
e+ Hr data control samples. The results show that the description that
the wrong vertex distribution is well modeled by a Gaussian with an RMS

of 2.0 0.1 ns. . . . s,

Ratio of the number of events observed in the signal region (2 ns < o <
7 ns) to the number of event observed in the control region (-7 ns <
teorr < 2 ms) versus the measured wrong vertex mean for our eight control
samples. The black line is not a fit, but rather is the prediction from the
double Gaussian assumption where the right vertex distribution is fixed
and the wrong vertex mean is allowed to vary. It does an excellent job
of predicting the numer of events in the signal region. Note that in this
figure we have measured < tV > from a full fit of the control sample

(see Figure 5.14), which we cannot do directly in the real data. . . . . .

This figure shows the creation of a v+ event where the primary collision
does not produce a reconstructed vertex. We use a sample of events with
this topology because their timing distribution, ° . is dominated by the
topology of the SM events where the wrong vertex is selected. If no good
SpaceTime vertex is reconstructed, but the event passes all the other
exclusive y+Hr event selection requirements there is a clear relationship
between < 0 ~>and <tV > ... L.
(LHS) An illustration showing the various components of the time-of-
flight components of the t!¥" coming from the difference relative to the
center of the detector (T’OFp) and the time-of-flight difference relative
to a wrong vertex (TOFyy). (RHS) The results of pseudo-experiments
where verticies are generated according to the z and t parameters of
the Tevatron and we calculate the time-of-flight of the wrong vertex,
TOFwy, and the time-of-flight for the no vertex, TOF, demonstrating

that < TOFy — TOFyy >=0tolessthan40ps. . . .. .. .. .. ...

The t2,, distribution for the no vertex samples from the six MC control

samples as well as the two control e+ sample from data. The fit is for a
Gaussian fit from -5 ns < t° < 3 ns with a fixed RMS = 1.6 ns in order
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to estimate to measure < t9 > which is a good estimate of <tV >.
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A plot showing the relationship between the RMS of the ¢9 . distribution
for no vertex events versus < t° > for our MC and e+Met data con-
trol samples. This demonstrates that the assumption that the no vertex
corrected time distribution is well modeled by a Gaussian with an RMS
of 1.640.08 ns for the various MC backgrounds in addition to e+ data
samples is a good one. The no vertex mean and RMS is found by fitting
the no vertex corrected time (¢2 ) distribution with a single Gaussian

from -5 ns < 2 < 3 ns where the Gaussian RMS and mean are allowed

to vary to find the best fit. . . . . ... ... oL
The correlation between <tV > and < t° > for our MC and e+ Hr
data control samples. One method is taken from Table 5.6 and is where we
measure the WV directly from a full fit to the data, which is only possible
in MC, and one from the no-vertex sample which is available in data.
Note that the two agree to a high degree of precision. This fact allows
us to predict the wrong vertex mean for a given sample by measuring a
sample of events that pass all the other selection requirements but fail to
reconstruct a vertex. . . . . . ... Lo o Lo

The ratio of the number of events observed in the signal region (2 ns
< teorr < 7 ms) to the number of event observed in the control region
(-7 18 < teorr < -2 m8) versus the observed “no vertex” mean for the eight
MC and data control samples. This shows that using the double Gaussian
assumption and measuring the mean of the “no vertex” distribution we
can accurately predict the number of events in the signal region for all
our control samples within uncertainties. . . . . . . .. ... ... ...

The t.. distribution for the final v+ dataset. In this plot we highlight
the cosmics region, 20 ns < t.,» < 80 ns, and use this to estimate the
cosmic ray rate in the signal region 2 ns < t.,., < 7 ns as well as our
control region as part of the background estimate procedure. . . . . . . .

oo distribution for the no vertex sample. Note that the
straight line fit is performed in the cosmics region 20 ns< t° = <80 ns

corr
and for the collision distribution a Gaussian is fit from -5 ns < t2 < 3 ns
with the RMS fixed to 1.6 ns while the mean of the Gaussian is allowed
to vary in order to determine the best fit mean. (Bottom) Taking the
+10 systematic variation of the mean from the no vertex corrected time

showing that < t° ~>=0.12 & 0.17 ns well describes the distribution.
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7.3 (Top) The t,op, distribution of the 6.3 fb~! v+ data showing the right,
wrong vertex, and cosmics prediction. (Bottom) Taking the £10 system-
atic variation of the mean of the wrong vertex showing that < t!VV >=

0.12+0.20 ns well describes the background distribution outside the signal
TEGION. .« . . . e e 179

7.4 The data minus background plot for the ¢.,,, distribution where the yellow
and green represent the +10 and 20 variation of the systematic and the
error bars representing statistical error on the data. The events in the
signal region correspond to a 1.650 excess taking into account all the
statistical and systematic uncertainties. . . . . . . . .. ... ... ... 180

7.5 The t., distribution for the exclusive v+ £ events that pass all the
selection requirements in Table 5.5 but fail the large |z| veto and where
no € — Ysake veto is applied and we require a good SpaceTime vertex.
These events have a clear bias to large t.,.» times with 78 events between
2 ns < teorr < 7 ns and 48 events between -7 ns < t.or < -2 ns and thus
contributed to the excess seen in the preliminary study done in 2008. . . 187

7.6 The t., distribution for the exclusive y+Fr events that pass all the
selection requirements in Table 5.5 but fail the AR p,y; veto. These events,
likely coming from W— ev — ~ture+ Hr, have a clear bias to large teop,
times with 53 events between 2 ns < t.,» < 7 ns and 26 events between
- 718 < ter < -2 ns and thus contributed to the excess seen in the
preliminary study done in 2008. . . . . . . . .. .. ... ... 188

7.7 The t.,. distribution for the final exclusive y+H; but where we assume
< tWV >= 0 ns in the background estimate. This is to be compared to

Figure 7.3 where we find < ¢}V >=0.12 4 0.20 ns from our data-driven
background estimation. This illustrates how this assumption can lead to
the errant conclusion of an excess number of events in the signal region

(218 <leorr < TMS). o o 0 189

B.1 Schematic view of the CDF detector where the muon detection system
is highlighted in green. These muon detectors allow us to distinguish
cosmic rays which originate outside the detector and pass through the
muon detectors and may be incorrectly identified as a photon. . . . . . . 214
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B.4

The distribution of the modified version of HAD(E), taking into account
the photon candidate energy, for electrons coming from collisions using
selection requirements in Table 3.1 (black line) as well as the hadronic
energy distribution coming from cosmic ray photons using the selection
requirements in Table 4.1 (pink line) and reversing the muon-stub veto
in Table 4.2. We note that high energy objects coming from the collision
deposit more energy in the hadronic calorimeter then minimum ionizing
events like cosmic rays. The dashed line shows our requirement. . . . . .
This plot shows a comparison of (%Eifl%) for cosmic ray photons identified
(pink line) using the selection requirements in Tables 4.1 and 4.2 and
(black line) electrons using Table 3.1. We note that high energy objects
coming from the collision deposit a larger fraction of their energy in the
CES detector then photon candidates from cosmic ray sources do. . . . .

Rejection versus efficiency curve for the combination of the Had(E) cut
and the CES energy fraction taken together resulting in a 92% efficency
for a 76% rejection of cosmic ray photons. . . . . . ... ... ... ...
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